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Abstract

In this paper, we propose a novel deep end-to-end co-saliency detection approach
to extract common salient objects from images group. The existing approaches rely
heavily on manually designed metrics to characterize co-saliency. However, these meth-
ods are so subjective and not flexible enough that leads to poor generalization ability.
Furthermore, most approaches separate the process of single image features and group
images features extraction, which ignore the correlation between these two features that
can promote the model performance. The proposed approach solves these two problems
by multistage representation to extract features based on high-spatial resolution CNN.
In addition, we utilize the modified CAE to explore the learnable consistency. Finally,
the intra-image contrast and the inter-images consistency are fused to generate the final
co-saliency maps automatically among group images by multistage learning. Experi-
ment results demonstrate the effectiveness and superiority of our approach beyond the
state-of-the-art methods.
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1 Introduction
Unlike traditional saliency detection approaches [15, 22, 29, 43], co-saliency can explore the
synergetic relationship from the given images group containing common attractive events
to ameliorate characterizing co-saliency regions. Human visual system can locate com-
mon targets automatically among group images with same object and similar background
[42]. Thus, co-saliency detection is an interesting research topic in computer vision commu-
nity, which mimics human visual characteristics to detect the common foreground regions.
Co-saliency detection has be applied in these fields including co-segmentation [7, 14, 33],
weakly supervised learning[31, 38], video saliency detection [12, 23, 25], common pattern
discovery [32, 37], etc. Besides, combining the depth information from RGBD images is a
new co-salient study [10, 11].

Co-saliency detection is still a challenging research topic in computer vision because
complicated background, object shelter, angle of observation and light condition changes
could increase the difficulty of object detection. In order to detect co-salient events accu-
rately, two issues should be concerned: 1) how to exact effective intra-image features and
global consistency in a given images group; 2) how to apply the intra-image salient informa-
tion and the global consistency information at group level to generate the final co-saliency
maps. For the first issue, the intra image feature should reflect the unique characteristics
of image events, and the consistency should reflect the correspondence relationship among
images in a same group. For the second issue, a certain relationship between images with
same foreground and common background should be built. This relationship can utilize the
complementary information to remove the ambiguity of objects from the saliency regions
in multiple images. Therefore, we should construct the global association between multiple
images to extract consistency information for augmenting salient regions.

For accomplishing co-saliency detection among multiple images, some approaches have
been proposed with different viewpoints in recent years [3, 27]. Among them, some of
these methods rely on manual design metrics to extrct feature [13, 21]. However, these
methods are subjective and dependent on researcher’s prior knowledge, and thus they would
loss some important information inevitably that can summarize the co-salient features better.
Apart from that, they have focused on small and simple detection datasets [2, 20] with using
low-level feature and fixed hand-disigned consistency computing mode. Therefore, these
generalization ability needs to be enhanced. Some approaches [34, 41] focused on learning
the co-saliency patterns. These methods extract high-level semantic features without detect
the synergism between semantic features and global consistency [39, 41]. The inter images
features of this method [34] is represented the integration of semantic features. However,
the association between objects in a group is complex and abstract which can improve the
results. So we proposed a new representation about the interaction relation among images in
current group.

In this paper, we proposed a deep framework to discover the salient and interaction in-
formation at group level for co-saliency detection. Our framework focuses on more effective
and robust feature representation to extract the intra-image contrast between salient objects
and background and discover the relationship between the images in the same group simulta-
neously. Firstly, in the wake of increasing depth of the neural network layer, the intra-image
contrast would be over dependent on the last layer, which would cause overfitting and poor
transfer ability. To solve this problem, our work utilize the multistage features and pixel
level detail information that be preserved at the same time. Thus, the feature representation
consists of the image global information and the local detail information, which can make
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Figure 1: The framework of the proposed deep multistage learning method for co-saliency
detection. Our method has three parts: 1) group inputs feature representation by multistage
CNN, which can keep high-spatial resolution in deeper layer; 2) discover consistency and
intra-image contrast respectively; and 3) co-saliency propagation via multistage learning to
generate salieny maps.

the network more comprehensive and robust to improve the results in the end. To explore the
inter images consistency, our work based on convolutional auto encoder (CAE) for group-
wise interaction exaction can �lter redundant and irrelevant information, and concurrently
reserve the most useful features.

The main contributions of this work are summarized as follows: (1) We developed a deep
co-saliency detection approach based on multi-scale semantics of single image and consis-
tency of group images, which re�nes the process for feature endoding and co-saliency decod-
ing. The approach incorporates the pyramidal hierarchical dialited convolution component
to retain both the global features and detail information of group input images. Moreover,
our method increases the receptive �eld in deeper layer and reduces the noise error during
deconvolution. (2) For optimizing the learning process of intra-image contrast and inter-
images consistency in conjunction, we set up a novel and expanded CAE formulation for
co-saliency detecion, which takes advantage of the denosing capability from CAE to learn
more robust expressions of group input and interaction relationships between group images.
(3) We proposed a general and novel scheme via integrating the group images feature rep-
resentation �ne-grained re�ned stage-by-stage and the intrinsic relationship of intra-group
images, which can achieve fantastical co-saliency maps. (4) We validated our method on
three popular benchmarks. The experimental results show the superiority of our method to
the state-of-the-art methods.

2 Related Work

The early existing methods were developed from image pairs. Jacobset al. �rstly de�ned co-
saliency as the image saliency in the context of other images [18]. However, this de�nition
has limitations that must use the same lens to get the similar image pairs for detecting. This
limitation restricts the application of co-saliency without universality. Afterwords, Liet al.
proposed a linear combination of the single-image saliency map and the multi-image saliency
map to generate co-saliency map [20]. Furthermore, they established the �rst public dataset
for co-saliency. Then, Changet al. established a unsupervised model via MRF optimization
algorithm that has an energy function [5]. To solve the problem of co-saliency detection,
Chenet al. presented sparse distribution representation without correspondence matching
to enhance the proformance [6]. To expand the co-saliency detection problem from two
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