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We provide additional information about our work in this document. Visual explanations of our approach as well as visualizations of our attention processes at test time can be found in the attached video. For a better reproducibility of our model we provide details of our architecture, training steps and some implementation details in the following.

1 Network architectures and Training

Architectures — The pose network $f_{sk}$ consists of 3 convolutional layers of respective sizes $8 \times 3$, $8 \times 3$, $5 \times 75$. Inputs are of size $20 \times 300 \times 3$ and feature maps are, respectively, $10 \times 150$, $5 \times 75$ and $1 \times 1 \times 1024$. Max pooling is employed after each convolutional layer, activations are ReLU. The glimpse sensor $f_g$ is implemented as an Inception V3 network [4]. Each vector $v_{t,:,:}$ corresponds to the last layer before output and is of size 2048. The LSTM network $f_h$ has a single recurrent layer with 1024 units. The spatial attention network $f_p$ is an MLP with a single hidden layer of 256 units and sigmoid activation. The temporal attention network $f'_p$ is an MLP with a single hidden layer of 512 units and sigmoid activation. The feature extractor $f_u$ is a single linear layer with ReLU activation. The output layers of both stream representations are linear layers followed by softmax activation. The full model (without glimpse sensor $f_g$) has 38 millions trainable parameters.

Training — All classification outputs are softmax activated and trained with cross-entropy loss. The glimpse sensor $f_g$ is trained on the ILSVRC 2012 data [4]. The pose learner is trained discriminatively with an additional linear+softmax layer to predict action classes. The RGB stream model is trained with pose parameters $\theta_{sk}$ and glimpse parameters $\theta_g$ frozen.

Implementation details — Following [4], we cut videos into sub sequences of 20 frames and sample sub-sequences. During training a single sub-sequence is sampled, during testing we sample 10 sub-sequences and average the logits. We apply a normalization step

© 2018. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
on the joint coordinates by translating them to a body centered coordinate system with the “middle of the spine” joint as the origin. If only one subject is present in a frame, we set the coordinates of the second subject to zero. We crop sub images of static size on the positions of the hand joints (50×50 for NTU, 100×100 for SBU and MSR). Cropped images are then resized to 299×299 and fed into the Inception model.

Training is done using the Adam Optimizer [1] with an initial learning rate of 0.0001. We use minibatches of size 64 and dropout with a probability of 0.5. Following [3], we sample 5% of the initial training set as a validation set, which is used for hyper-parameter optimization and for early stopping. All hyper-parameters have been optimized on the validation sets of the respective datasets. When transferring knowledge from NTU to SBU, the target networks were initialized with models pre-trained on NTU. Skeleton definitions are different and were adapted. All layers were finetuned on the smaller datasets with an initial learning rate 10 times smaller than the learning rate for pre-training.

Runtime — For a sub-sequence of 20 frames, we get the following runtimes for a single Titan-X (Maxwell) GPU and an i7-5930 CPU: A full prediction from features takes 1.4ms including pose feature extraction. This does not include RGB pre-processing, which takes additional 1sec (loading Full-HD video, cropping sub-windows and extracting Inception features). Classification can thus be done close to real-time. Fully training one model (w/o Inception) takes ~4h on a Titan-X GPU. Hyper-parameters have been optimized on a computing cluster with 12 Titan-X GPUs. The proposed model has been implemented in Tensorflow.
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